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国外教学与科研
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Heterogeneous Computing

Distributed Systems
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(Cryptography)

Computer Security

Computer 
Organization

Advanced 
Computer 

Architecture

体系结构 高性能计算 网络空间安全
（系统安全）

Cyber SecurityOperating Systems

Assembly Language 
Programming

UNIX Systems Programming

Network & Internet 
Security

Operating System Design

Cloud Computing

Software Security

Quantum Computing

研究生：高级计算机系统结构
研究生：高性能计算

拔尖班：现代密码学

拔尖班：量子计算
拔尖班：系统安全

拔尖班：云计算

拔尖班：分布式系统

拔尖班：异构计算

拔尖班：并行计算
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March 5th, 2025, Turing Award
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2024 ACM A.M. Turing Award Laureates
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计算机的诺贝尔奖：图灵奖 (since 2000)

5

Frequency Topics
6 Parallel & Distributed Systems (HPC)
5 Cryptography/Security
4 Programming languages + OOP + 

Compiler
3 Artificial intelligence

Internet + Networking
2 Architecture
1 Verification

Complexity Theory
Databases
Computer Graphics
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习近平同志《论教育》
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Why HPC?
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Comparison
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Comparison
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Comparison
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Course Description

• This course is about hardware and software aspects of High 
Performance Computing (HPC)
– Homogeneous Computing

• CPU architecture
• Parallel computing over classical CPUs

– Cluster Computing
• Distributed systems across multiple workstations

– Heterogeneous Computing
• Nvidia GPU architecture and generations
• Other accelerators (ASIC, FPGA) and co-processors
• CUDA and OpenCL programming
• Quantum computing

– Computing Networks 算力网络/算力网
• Designed for graduate students
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Course Contents

Chapter 1   Introduction    1 hrs
1.1 Computing Trends in Supercomputers
1.2 Computing Trends in Clouds
1.3 Computing Platforms for AI

Chapter 2   Multi-Core Architecture   1 hrs
2.1 CPU Computing
2.2 CPU Architecture
2.3 CPU Multicores

Chapter 3   Parallel Computing   3 hrs
3.1 Dichotomy of Parallel Computing Platforms
3.2 Parallel Algorithms
3.3 Characteristics of Tasks and interactions
3.4 Mapping and Scheduling
3.5 Scalability, Efficiency and Speedup



High Performance Computing 13

Course Contents

Chapter 4   Parallel Programming   4 hrs
4.1 Threads vs. Processes
4.2 Pthread
4.3 Mutex locks
4.4 Condition Variables
4.5 MPI Programming
4.6 OpenMP Programming

Chapter 5   Distributed Systems   3 hrs
5.1 Complexity
5.2 Clock Synchronization
5.3 Cloud Computing
5.4 Big Data Processing
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Course Contents

Chapter 6   GPU Ecosystem    1 hrs
6.1 Languages and APIs
6.2 Development Tools
6.3 Application Design Patterns
6.4 Libraries
6.5 Cluster & Grid Management
6.6 Developer Resources
6.7 Connections in Computers
6.8 CPU/GPU Arrangement
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Course Contents

Chapter 7   Nvidia GPU Architecture   3 hrs
7.1 Nvidia GPU History
7.2 G80 Architecture
7.3 Memory Hardware in G80
7.4 GT 200 Architecture
7.5 Fermi Architecture
7.6 Kepler Architecture
7.7 Maxwell Architecture 
7.8. Pascal Architecture
7.9 Volta Architecture
7.10 Ampere Architecture
7.11 Hopper Architecture
7.12 Blackwell Architecture
7.13 Nvidia GPU Architectural Comparison
7.14 Application Tuning
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Course Contents

Chapter 8   CUDA Programming   4 hrs
8.1 General Concepts of Parallel Computing
8.2 Compilation
8.3 CUDA APIs
8.4 Programming Model
8.5 Language Extensions
8.6 Memory
8.7 Examples
8.8 Advanced Memory Access
8.9 Asynchronous Concurrent Execution
8.10 Streams
8.11 Events
8.12 Atomics
8.13 Control Flow
8.14 Errors
8.15 Multi-GPU Programming
8.16 CUDA Toolkit
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Course Contents

Chapter 9   OpenCL Programming   3 hrs
9.1 OpenCL Introduction
9.2 OpenCL APIs
9.3 The OpenCL C Language
9.4 Programming Advice
9.5 OpenCL Examples
9.6 CUDA Driver API vs. OpenCL

Chapter 10   ASIC-FPGA    3 hrs
10.1 Application Specific Integrated Circuits (ASIC)
10.2 Design of ASIC
10.3 Programmable Logic Device (PLD)
10.4 Field-Programmable Gate Arrays (FPGA)
10.5 Design and Configuration of FPGA
10.6 languages and Programmability on Hardware
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Course Contents

Chapter 11   Heterogeneous System Architecture (HSA)   2 hrs
11.1 HSA Hardware Components
11.2 HSA Scheduling
11.3 HSA Software Components
11.4 Accelerated Processing Unit (APU)
11.5 Tensor Processing Unit (TPU)
11.6 Intel Co-Processor Xeon Phi

Chapter 12   Computing Networks   2 hrs
12.1 Definition and Concepts
12.2 National Computing Resources
12.3 Infrastructure
12.3 Related Technologies
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Course Materials

• Reference book
– None

• PPT Slides
– Main focus
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Course Grading

• Attendance      10%
• Term paper             40% 

– Write a survey paper and make ppt slides
– Select a High Performance Computing related topic

• Possible language topics （maybe two): OneAPI, HPCS (High 
Productivity Computing Systems) Languages (such as X10, 
Chapel and Fotress, PGAS), Khronos SYCL, Khronos SPIR, 
OpenACC, PyCUDA, Jcuda, Verilog, VHDL …

• Possible architecture topics: Nvidia Ampere, GPU Virtualization, 
FPGA scheduling, Quantum Computers …

• Contact us for other possible topics (MUST be in HPC scope)
– Survey length: 10 pages (follow the template), ppt: 20 slides
– Grading is based on difficulty levels (research oriented)

• Final exam              50%
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Top Ways to Survive This Course

• Read the slides really carefully

– Abstraction for memorization
– Search Internet for any unknown word or concept

• Lecture attendance:
– Do not hesitate to ask questions, point out weaknesses, make 

observations...

• Discussion:
– Skills and involvement

• Very important: Select a good survey paper topic
– Browse Internet for topics （mentioned in our class)
– Challenging topics win
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Useful Links for Paper Search

• Google (http://www.google.com/)
• Google Scholar (http://scholar.google.com/)
• DBLP (http://dblp.uni-trier.de/)
• CiteSeer (http://citeseer.ist.psu.edu/cs)
• Microsoft Academic Search 

(http://academic.research.microsoft.com/?SearchDomain=2)
• ACM Digital Library (http://dl.acm.org/ )
• Wikipedia (http://en.wikipedia.org/wiki/Main_Page)
• IEEE Digital Library

http://www.google.com/
http://scholar.google.com/
http://dblp.uni-trier.de/
http://citeseer.ist.psu.edu/cs
http://academic.research.microsoft.com/?SearchDomain=2
http://dl.acm.org/
http://en.wikipedia.org/wiki/Main_Page
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Introduction to HPC
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Wikipedia
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CS Rankings - HPC
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CS Rankings - HPC
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HPC vs. HTC

• Software Execution Speedup
– High Performance Computing (HPC)
– How to run programs faster
– Concerns of Programmers/Users
– Sequential vs. Parallel vs. Distributed Computing

• Resource Utilization Efficiency
– High Throughput Computing (HTC)
– How to keep systems busy all the time
– Concerns of System Administrators
– Centralized vs. Distributed Control/Management
– Time-Sharing vs. Space-Sharing
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High Performance Computing (HPC)

• Provide compute power
– Parallel processing is the key (beyond frequency limits)
– Uses supercomputers and computer clusters to solve advanced 

computation problems
• Full-Domain HPC = Full-Stack HPC + Full-Network HPC

– Full-Stack HPC: within compute nodes 
– Full-Network HPC: computations and communications across compute 

nodes/data centers
• Two key weapons: Partitioning & Duplication

 ==>  Increase granularity (inside & outside)

Motivation
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Full-Stack HPC on Compute Nodes

• Exploring parallelism across all hardware/software layers
– Digital electronics, computer architecture, system software, 

programming languages, algorithms, and computational techniques
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Distributed Heterogeneous Systems

• Chat GPT 4 used at least 285,000 CPUs and 10,000 GPUs
– Decentralized (GPU, TPU or quantum clusters)

• Full-Network HPC
– Distributed operating systems (control)
– High performance communications

• Partitioning communication for pipelining
• Duplicating channels for parallelization

• Goal: Full-Domain HPC = Full-Stack HPC + Full-Network HPC
     (within nodes)              (among nodes)
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Computational Thinking

• The mental skill to apply concepts, methods, problem solving 
techniques, and logic reasoning, derived from computing and 
computer science, to solve problems in all areas, including our 
daily lives
– Computational thinking, since it is present essentially everywhere, may 

be similar to data science: everyone does it, and it is hard to define 
without excluding any of its use cases

• Characteristics:
– Decomposition, pattern recognition/data representation, 

generalization/abstraction and algorithms
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Smart Cities
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HPC Applications
1. Applications in Engineering and Design

• Design of airfoils
• Design of internal combustion engines
• Design of high-speed circuits
• Design of microelectromechanical and nanoelectromechanical systems 

CAD/CAM
2. Scientific Applications

• Bioinformatics (sequence matching, protein folding…)
• Computational physics
• Computational chemistry

3. Commercial Applications
• Web servers
• Database servers
• Servers for data mining and decision making

4. Application in Computer Systems
• Intrusion detection
• Cryptography: factoring extremely large integers
• Embedded systems (cars, tanks…)
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History
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Before Modern Computers …

How to 
calculate …?
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1940’s: Electromechanical and Electronic Computers

• The first functioning programmable computers
– Colossus in England used for breaking German codes
– ENIAC in United States for calculating ranges of artillery shells (and 

later in development of the hydrogen bomb)
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1945: John von Neumann write First Draft for EDVAC

• In a widely circulated paper, mathematician John von Neumann 
outlines the architecture of a stored-program computer, including 
electronic storage of programming information and data -- which 
eliminates the need for more clumsy methods of programming 
such as plugboards, punched cards and paper

• Hungarian-born von Neumann demonstrated prodigious expertise 
in hydrodynamics, ballistics, meteorology, game theory, statistics, 
and the use of mechanical devices for computation

• After the war, he concentrated on the development of Princeton´s 
Institute for Advanced Studies computer
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1946: Public Unveiling of ENIAC

• Started in 1943, the ENIAC computing system was built by John 
Mauchly and J. Presper Eckert at the Moore School of Electrical 
Engineering of the University of Pennsylvania
– Because of its electronic, as opposed to electromechanical, technology, it is 

over 1,000 times faster than any previous computer
– ENIAC used panel-to-panel wiring and switches for programming, occupied 

more than 1,000 square feet, used about 18,000 vacuum tubes and weighed 
30 tons

– It was believed that ENIAC had done more calculation over the ten years it 
was in operation than all of humanity had until that time
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1964: IBM Announces System/360 

• System/360 is a major event in the history of computing
• On April 7, IBM announced five models of System/360, spanning a 

50-to-1 performance range
– At the same press conference, IBM also announced 40 completely new 

peripherals for the new family
– System/360 was aimed at both business and scientific customers and all 

models could run the same software, largely without modification
• At the time IBM released the System/360, the company had just 

made the transition from discrete transistors to integrated 
circuits, and its major source of revenue began to move from 
punched card equipment to electronic computer systems
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1976: Cray-1 Supercomputer Introduced

• The fastest machine of its day, The Cray-1's speed comes partly 
from its shape, a "C," which reduces the length of wires and 
thus the time signals need to travel across them

• High packaging density of integrated circuits and a novel Freon 
cooling system also contributed to its speed

• Each Cray-1 took a full year to assemble and test and cost 
about $10 million

• Typical applications included US national defense work, 
including the design and simulation of nuclear weapons, and 
weather forecasting
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1978: The DEC VAX Introduced

• Beginning with the VAX-11/780, the Digital Equipment 
Corporation (DEC) VAX family of computers rivals much more 
expensive mainframe computers in performance and features 
the ability to address over 4 GB of virtual memory, hundreds of 
times the capacity of most minicomputers
– Called a “complex instruction set computer,” VAX systems were 

backward compatible and so preserved the investment owners of 
previous DEC computers had in software

– The success of the VAX family of computers transformed DEC into the 
second-largest computer company in the world, as VAX systems became 
the de facto standard computing system for industry, the sciences, 
engineering, and research
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2010: China’s Tianhe Supercomputers Operate

• With a peak speed of over a petaflop (one thousand trillion 
calculations per second), the Tianhe 1 (translation: Milky Way 
1) is developed by the Chinese National University of Defense 
Technology using Intel Xeon processors combined with AMD 
graphic processing units (GPUs)
– The upgraded and faster Tianhe-1A used Intel Xeon CPUs as well, but 

switched to nVidia's Tesla GPUs and added more than 2,000 Fei-Tang 
(SPARC-based) processors

– The machines were used by the Chinese Academy of Sciences to run 
massive solar energy simulations, as well as some of the most complex 
molecular studies ever undertaken
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Mainframe Computers

• Originally referred to the large cabinets that housed units. 

• Later, the term was used to 
distinguish high-end 
machines from less 
powerful units

– IBM has traditionally dominated 
this portion of the market

– Their dominance grew out of 
their 700/7000 series and, later, 
the development of the 360 
series mainframes
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Minicomputers

• Class of computers that 
developed in the mid-1960s that 
were smaller and cheaper than 
mainframe and mid-size 
computers from IBM

• Later "minicomputer" came to 
mean a machine that is smaller 
than the mainframe computers 
but larger than the 
microcomputers
– Digital Equipment Corporation's 

(DEC) PDP-8
– The term minicomputer is no longer 

widely used
• The term midrange computer is 

now preferred
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Supercomputers

• The first computer to be 
commonly referred to as a 
supercomputer was the 
CDC6600, released in 1964

– It was designed by Seymour 
Cray 

– In 1976 the Cray 1 became 
one of the most successful 
supercomputers in history

• The latest supercomputer list 
can be found at: 

https://top500.org

https://top500.org/
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The Evolution of HPC
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Top500
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Turing Award 2021



High Performance Computing 49

Top500

• https://www.top500.org

https://www.top500.org/
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June 2004
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June 2006
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June 2008
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November 2010
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June 2012
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June 2015
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June 2017
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November 2019
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November 2022
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June 2023
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November 2024
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Statistics: Countries
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Statistics: Accelerator/Co-Processor 
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Operating Systems

• https://www.top500.org

https://www.top500.org/
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Fourth Industrial Revolution

• In essence, the Fourth Industrial Revolution is the trend 
towards automation and data exchange in manufacturing 
technologies and processes 
– Including cyber-physical systems (CPS), IoT, industrial internet of 

things, cloud computing, cognitive computing, and artificial intelligence
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AI Factors

• Three factors:
– Algorithm innovation
– Big Data
– Compute power

• The driving force for large-scale AI models
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August, 1956, Dartmouth


